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1665: first
scientific 
journal 
was published!





Scientific Journals, 2022...





Source:
Microsoft Academic



>1 million 
biomedical papers
every year

Example: Biomedical Literature 



Literature

Scientific knowledge bases

Resources, code libraries

Online discussions

…

Explosion of Scientific Information



AI systems that harness humanity’s 
collective scientific knowledge

Opportunity: 
Augment & Scale Scientific Discovery
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Research 
Tasks

Forming directions
(How do we generate solutions?)

Attention to areas of interest
(How do we keep track?)

Experimentation, analysis

Learning, understanding 
Communication, collaboration

Problem identification & prioritization 
(How do we select what to work on?)



Scientific Knowledge

Research 
Tasks



Scientific Knowledge

Research 
Tasks

Cognitive Bottlene
ck



Large-scale, diverse

Rapidly evolving

Deeply technical 

Scientific Knowledge: Challenges



Limited Modes of Interaction



Cognitive Bottlene
ck

Research 
Tasks

Task-guided 
knowledge
discovery

Scientific Knowledge

Assist researchers 
throughout 
their tasks



NLP for Science



NLP for Science

Extraction
Organizing 
the world’s 
scientific 
knowledge

NAACL 2021, 2022



NLP for Science

Extraction Retrieval
Finding 
information to 
boost research, 
decision-making

NAACL 2022



NLP for Science

Extraction Retrieval Inference
Making 
predictions,  
generating 
hypotheses

NAACL 2022



NLP for Science

Extraction Retrieval Inference Interaction
NLP-powered 
exploratory 
interfaces for 
science

EMNLP 2020, 2022



Input: 
Researcher’s 
papers 

Retrieved Knowledge: 
Researchers who 
inspire novel directions 



Concept1 add more...Concept2Input: 
Items of interest 
(concepts, keywords...)

Retrieved Knowledge: 
Groups of researchers
and the links between them



Input: Problem description

Retrieved 
Knowledge: 
Related 
problems for 
forming new 
perspectives

Best Research Paper 



Retrieved Knowledge: 
Specific mentions of 
challenges, gaps in knowledge, 
directions and hypotheses 

Concept1 add more...Concept2Input: 
Items of interest 
(concepts, keywords...)

What don’t we know 
in a specific area? 
What are interesting 
directions at the 
edge of science?



NAACL 2021, 2022

Extracting KBs + search 
interfaces for discovering
causal mechanisms 
and drug combination 
treatments



Extraction Retrieval Inference Interaction

In Today’s Talk:



1. Hierarchical Cross-Document Coreference 

2. Document Similarity & Retrieval

3. Literature-Augmented Predictions 

In Today’s Talk:



SciCo: Hierarchical 
Cross-Document 
Coreference for 
Scientific Concepts

Arie Cattan, Sophie Johnson, 
Daniel Weld, Ido Dagan, Iz 
Beltagy, Doug Downey 
& Tom Hope

Outstanding Paper Award



Author Facets for Commonalities and ContrastsMotivation: Author Matching 

Input: 
Researcher’s 
papers 

Retrieved Knowledge: 
Researchers who 
inspire novel directions 



Aspect-based Author Matching

Dan Weld Ido Dagan

Authors who work on related tasks or use similar methods 
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Diversity
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Aspect-based Author Matching

Dan Weld Ido Dagan

Automatic summarization
Generation of TLDR summary
analysis of scientific text
Paper recommendation 
document level embedding of scientific documents
Network architecture (OS)
SpanBERT
Language model
ELMo
Coreference resolution
coreference resolution across multiple documents
Neural network architectures 
information retrieval systems
Natural language inference
search engines
human facing application
human centered ai
user interfaces
information extraction

Pre-trained language 
models
extreme extraction
self training event extraction system’
….

Cross-document coreference resolution
Coreference resolution
Cross-text alignment 
Few shot Relation Extraction 
Crowdsourcing 
Network architecture (Deep learning)
Evaluation of automated summaries 
Text summarization 
Abstractive summarization
Multi-document summarization 
Word embeddings 
Question-driven SRL 
QA-SRL 
Recognizing Textual Entailment
Textual Inference 
NLP

Cross-document language 
modeling 
BERT 
Transformers for multiple documents 
Hypernym discovery 
Low-level textual inference 
…. 

Hierarchy



Limitations of Previous Work

Cross-Document Coreference Resolution (CDCR)
○ No abstract technical concepts

■ No work in science!
○ No cross-document hierarchy

 

[1] Cybulska, Agata and P. Vossen. “Using a sledgehammer to crack a nut? Lexical diversity and event coreference resolution.” LREC (2014).

ECB+[1]



New Task: Hierarchical Cross-Document 
Coreference Resolution (H-CDCR)

Goal: Address cross-document ambiguity,
 diversity and hierarchy together
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Output: 
- Coreference 

Clusters
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New task: cross-document ambiguity, diversity, hierarchy

Mentioning a 
concept →
implicit reference 
to parent concept



New Task: Hierarchical Cross-Document 
Coreference Resolution (H-CDCR)Hierarchical Cross-Document Coreference 
Resolution (H-CDCR)



New Task: Hierarchical Cross-Document 
Coreference Resolution (H-CDCR)SciCo: A new large-scale dataset annotated 
by domain experts 



New Task: Hierarchical Cross-Document 
Coreference Resolution (H-CDCR)Novel evaluation metrics for hierarchical 
cross-document coreference resolution  



New Task: Hierarchical Cross-Document 
Coreference Resolution (H-CDCR)Custom Baseline Models



Modeling: Baseline

Two steps:

1. Concept clusters: Apply existing SOTA CDCR model

2. Hierarchy: Find relations between predicted clusters 

Baseline I: Two-Step Model
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self-driving 
cars, 
autonomous 
vehicles

computer vision, 
AI-based visual 
understanding

image synthesis task, 
generating images

categorical image 
generation, 

class-conditional 
image synthesis

✅ We have clusters (using SOTA trained on SciCo) 
❓ How do we infer the hierarchy?

Baseline I: Two-Step Model



Intuition: Referential hierarchy as 
‘multi-document textual entailment’



entails
...a system for 
automatic extraction 
of drug-drug 
interactions in 
biomedical texts...

...Drug-Drug 
Interaction (DDI) 
Extraction from Drug 
Labels …

...high-coverage 
corpus that can 
be used for IE...

...natural language 
processing (NLP) 
problems, such as 
information 
extraction...

Intuition: Referential hierarchy as 
‘multi-document textual entailment’



entails
...a system for 
automatic extraction 
of drug-drug 
interactions in 
biomedical texts...

...Drug-Drug 
Interaction (DDI) 
Extraction from Drug 
Labels …

...high-coverage 
corpus that can 
be used for IE...

...natural language 
processing (NLP) 
problems, such as 
information 
extraction...

Apply pre-trained NLI models over 
simple concatenation of mentions

Intuition: Referential hierarchy as 
‘multi-document entailment’



Unified model with multiclass formulation 
for pairs of mentions m1,m2 with classes {≍, ←, →, None}

Unified Model



[CLS]…an experiment in <m> definition extraction </m> from legal texts ... [SEP] … natural language 

processing problems, such as <m> information extraction </m>, summarization and dialogue....[SEP]

ƒ(m1,m2): Cross-encode mentions m1,m2 with entity markers 

Unified Model



[1] Beltagy, Iz, Matthew E. Peters and Arman Cohan. “Longformer: The Long-Document Transformer.” (2020)
[2] Caciularu, Avi, Arman Cohan, Iz Beltagy, Matthew E. Peters, Arie Cattan and Ido Dagan. “CDLM: Cross-Document Language Modeling.” (EMNLP FINDINGS 2021).

[CLS]…an experiment in <m> definition extraction </m> from legal texts ... [SEP] … natural language 

processing problems, such as <m> information extraction </m>, summarization and dialogue....[SEP]

ƒ(m1,m2): Cross-encode mention pairs m1,m2 with entity markers 

Leverage wide context: 

● LongFormer[1]: Transformers for long-sequences
● CDLM[2]: Transformers for multi-document tasks

Unified Model



Inference:

1. Clusters: Agglomerative clustering 
over mention-pair coref. scores

... navigation for 
autonomous vehicles 
in real-life traffic ...

… self-driving cars 
have made it 
increasingly urgent … 

… the problem of 
generating images …

pr(≍) =0.01

pr(≍) =0.75



Inference:

1. Clusters: Agglomerative clustering 
over mention-pair coref. scores

2. Hierarchy:
a. Score (prob.) that C1 is a child of C2:

b. Greedy construction of hierarchy (to avoid cycles)

image synthesis task, 
generating images

categorical image 
generation, 

class-conditional 
image synthesis

pr(→
) =

0.7 pr(→) =0.8

C1

C2



Two-step models

Multi-class cross-encoder

Results



False positives Type I errors

Class imbalance Skewed label 
distribution

Kernel (OS) Kernel (ML)

Network 
architecture 
(systems)

❌
❌ Network architecture 

(deep learning)

Results



False positives Type I errors

Class imbalance Skewed label 
distribution

Kernel (OS) Kernel (ML)

Network 
architecture 
(systems)

❌
❌ Network architecture 

(deep learning)

Results

Much potential 
for model 
improvements!
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SciCo: 
Hierarchical 
Cross-Document 
Coreference 



1. SciCo: Hierarchical Cross-Document Coreference 

2. Document Similarity & Retrieval

3. Literature-Augmented Prediction 



Multi-Vector 
Models with 
Textual Guidance 
for Fine-Grained 
Scientific Document 
Similarity

Sheshera Mysore, Arman Cohan
& Tom Hope

NAACL 2022



Document Similarity for Science





Contrastive learning: Learn embeddings of papers that: 

Pull together papers that are related/similar

Pull apart papers that are unrelated/dissimilar



Citation network 



p

p’

Citation network 

Related papers:
Paper p cites paper p’



p

p’
n

Citation network 
Unrelated papers:
No citation link between 
paper p and paper n



＞

Contrastive training loss

Distance between paper p, 
and a related paper p’

Distance between paper p, 
and a unrelated paper n



ƒ(🈪,🈪) = ❓



• • • • • • • • 

SPECTER: Distance based on one overall document vector

(e.g., Euclidean distance between p and p’ vector embeddings)

ƒ(🈪,🈪)



Scientific Documents are Multi-Faceted 



Can aspect-level modeling lead to better 
document-level similarity?

Scientific Documents are Multi-Faceted 



❓
How do we identify fine-grained aspect similarity?
(Descriptions of methodologies, experiments, findings…)

Paper A Paper B



❓

Paper A Paper B

No Gold Labels

How do we identify fine-grained aspect similarity?
(Descriptions of methodologies, experiments, findings…)



… both [PaperA, 1999] and [PaperB, 2019] use
a group sequential experimental design… 

Co-Citation 
Sentences

Paper A Paper B



… both [PaperA, 1999] and [PaperB, 2019] use
a group sequential experimental design… 

Co-Citation 
Sentences

Paper A Paper B

Co-citation sentences provide explanations 
regarding how two papers are related



Co-Citation Context

Co-Cited Abstracts

Textual supervision: co-citation contexts



Textual supervision: co-citation contexts

Co-Citation Context

Co-Cited Abstracts

I. Sentence alignment:
Encode each sentence with BERT.

Find pair of sentences maximally similar 
to the co-citation context (“aligned”). 



II. Learn contextualized sentence embeddings 
that minimize distance between 

the aligned sentences (w/ contrastive loss) 

• • • • • • • • 

Textual supervision: co-citation contexts



Multiple matches 

Multiple aspect 
alignments



Distance between two 
papers p, p’



Distance between two 
papers p, p’ Sum over all pairs of 

aspects across p, p’



Distance between two 
papers p, p’

Distance between two 
aspects i, i’



Distance between two 
papers p, p’

Distance between two 
aspects i, i’

Importance weight for 
aspect pair i, i’



Motivation

Aspect-level alignment weight matrix 



Method

Aspect-level alignment weight matrix 





Learn aspect weights and distances such that 
the document-level contrastive loss is minimized



BERT BERT

 sentences

 sentences



Optimal Transport: 
Soft, sparse alignment between sets of aspects

 sentences

 sentences

Transport plan 



Pairwise distances Transport plan 

Linear optimization 
problem, compatible 
with autodiff, GPUs



Evaluation
● Document-level similarity

○ Two biomedical paper datasets



Evaluation
● Document-level similarity

○ Two biomedical paper datasets

● Aspect-level similarity
○ Recent CS paper dataset 



Document level Aspect level 

Evaluation

Substantial gains
in MAP, NDCG



Document level Aspect level 

Evaluation

Substantial gains
in MAP, NDCG



Solar 
System

Atom

Analogical 
retrieval 
for finding
cross-domain 
inspirations

Best Research Paper 



Autonomous vehicles using 
AI models, are not 
sufficiently accurate…

Self-driving vehicles 
still exhibit high 
overall error rates…

Cross-document coreference 
+ 

Document Level Similarity?



Document
Similarity & 
Retrieval 
with Aspect 
Alignments

NAACL 2022Best Research Paper 



From Retrieving & Extracting 
Existing Knowledge…

…to 
Prediction



…To Predicting New Knowledge 
…to 
Prediction



1. SciCo: Hierarchical Cross-Document Coreference 

2. Document Similarity & Retrieval

3. Literature-Augmented Prediction 



Can neural language models trained on biomedical 
corpora (e.g., PubMed) be leveraged for predicting new 
links in biomedical knowledge graphs?



Can we enhance prediction of clinical outcomes in 
hospital patients by retrieving
patient-specific medical literature?

NAACL 2022



Literature-
Augmented 
Clinical Outcome 
Prediction

Aakanksha Naik, Sravanthi Parasa, 
Sergey Feldman, Lucy Lu Wang
& Tom HopeNAACL 2022



Our Goal: Evidence-Based Outcome Prediction
Predict clinical outcomes of ICU patients: 

In-hospital mortality,
Prolonged mechanical ventilation,  
Length of hospital stay, 
… 



Our Goal: Evidence-Based Outcome Prediction
Predict clinical outcomes of ICU patients: 

https://mimic.mit.edu/

https://mimic.mit.edu/


Our Goal: Evidence-Based Outcome Prediction
State-of-art models predict outcomes 
from internal data (e.g., patient notes)



Our Goal: Evidence-Based Outcome Prediction
State-of-art models predict outcomes 
from internal data (e.g., patient notes)

Can we improve performance by 
adding patient-specific evidence 
from the literature?



Patient 
EHR

Sparse retriever

Dense bi-encoder retriever

Cross-
encoder 
reranker

Reranked 
relevant 

abstracts

1. Retrieve patient-relevant literature



Reranked 
Relevant 
Abstracts

Aggregation 
strategies

Aggregated 
Abstracts

EHR

Language Model Outcome

2. Literature-enhanced outcome prediction 



BEEP: Biomedical Evidence-Enhanced Predictions



Adding literature boosts outcome prediction:
Up to 5 point increase in overall F1/AUC scores
Over 25% increase in precision@Top-K scores



Retrieval-augmented language models 
for clinical outcome prediction?

Gautier Izacard, Patrick Lewis, Maria Lomeli, Lucas Hosseini, Fabio Petroni, Timo Schick, Jane Dwivedi-Yu, Armand Joulin, Sebastian Riedel, Edouard Grave, August 2022



Scientific 
Language Models 
for Biomedical 
Knowledge Base 
Completion

Rahul Nadkarni, David Wadden, Iz 
Beltagy, Noah A. Smith, Hannaneh 
Hajishirzi and
Tom Hope



KG Completion for Drug Discovery



RepoDB: Drug-disease 
pairs intended for drug 
repositioning research 

KG Completion for Drug Discovery



Link prediction 
model

Headache
Fever
…
COVID 

<head> 

<relation> 

<tail> 

Aspirin

  Treats

?

✅

❌
Input: Structured query Output: Ranked candidates

Knowledge Graph Link Prediction



|E|

… 

Aspirin

Fever

|R|
… 

Treats

Entity embeddings

Relation embeddings

ScoreKG embedding

… 

… 

Learn embeddings for entities and relations 

KG Embedding (KGE)



Link prediction 
model

<head> 

<relation> 

<tail> 

Aspirin

  Treats

?
Acetylsalicylic acid
Also known as Aspirin, 
acetylsalicylic acid (ASA) has 
both anti-inflammatory and 
antipyretic... 

Headache
Fever
…
COVID 

✅

❌

Rich Textual Information…



Transformer 
Language 

Model

text(aspirin)[SEP]treats[SEP]text(fever) Score

[Kim et al CoNLL20, Wang et al WWW21]

Approach with Language Models



Graph and Literature Language Models: 
Complementary Strengths



|E|

… 

Aspirin

Fever

|R|
… 

Treats

Entity embeddings

Relation embeddings

ScoreKG embedding
Transformer 

language model
Score

[CLS] aspirin 

[SEP] treats 

[SEP] fever

… 

… 

Cross-Modal Link Prediction



|E|

… 

Aspirin

Fever

|R|
… 

Treats

Entity embeddings

Relation embeddings

ScoreKG embedding
Transformer 

language model
Score

[CLS] aspirin 

[SEP] treats 

[SEP] fever

… 

… 

α
x

(1-α)
x

Reweight & rerank

Cross-Modal Link Prediction



Integration of text and graph modalities provides 
substantial relative improvements of 13–36% in 
mean reciprocal rank (MRR). 

Multiple LM-based models further boosts results. 



Accuracy (MRR) Efficiency 
(inference sec, GPU)

KGE 0.33 2 x 101

→ Rerank w/ cross-encoder LM 0.38 (+0.05 MRR) 1 x 106  11 days
17K entities
206k edges

Cross-encoder LM
(Slow: combinatorial 

explosion)

LM Score
[CLS] aspirin 

[SEP] treats 

[SEP] fever

Cross-Modal Link Prediction: Challenges



CascadER: 
Cross-Modal 
Cascading for 
Knowledge Graph 
Link Prediction

Tara Safavi, Doug Downey 
and Tom Hope



Model complexityModels pass progressively 
smaller sets from one tier to 
the next, more expensive tiers

Our Solution: CascadER



CascadER achieves SOTA accuracy while
improving efficiency by 1+ orders of magnitude 
over most competitive ensemble baseline.



1. SciCo: Hierarchical Cross-Document Coreference 

2. Document Similarity & Retrieval

3. Literature-Augmented Prediction 
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tomh@allenai.org
cs.huji.ac.il/~tomhope/

mailto:tomh@allenai.org

