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Abstract

Consumers assess and select products and services based on a combination of objec-
tive factual attributes (e.g., price) and subjective experiential factors. For example, when
choosing a restaurant, users often focus on the food quality and ambiance. State-of-the-art
search services provide powerful interfaces for filtering objective properties but struggle
to support users through the process of considering experiential factors. One of the key
reasons for this discrepancy is that the objective properties are clearly represented by a
database schema, but there is no such equivalent for experiential properties, which are
vaguer by nature. This paper introduces CoNex, a pipeline for building knowledge graphs
(KGs) that describe concepts concerning consumers’ experiences in a given domain and
the relationships between them. CoNex begins by harvesting experience-related concepts
on a domain-specific corpus and then discovering experiential connections between them.
CoNex further expands its knowledge coverage by a pre-trained language model fine-tuned
via data from hybrid sources. Our experiments demonstrate that the KGs constructed by
CoNex accurately reflect the experiential relationships between concepts as judged by
humans. Finally, we show the effectiveness of using these KGs as tools to improve the
performance of an experience-oriented search task.

1. Introduction

Consumers are known to use objective and functional features to reason their judgments and
choices of products and services [Shafir et al., 1993, Simonson, 1989]. However, they also
evaluate products based on subjective and experiential factors such as restaurant ambiance
and hotel cleanliness [Nelson, 1970, Alba et al., 1997, Huang et al., 2009]. Prior studies have
looked into how experiences arise in examining and consuming a product (e.g., [Arnould,
2004]) and how to create compelling consumer experiences [Brakus et al., 2014]. However,
without a comprehensive picture of the diverse factors that may contribute to the overall
experience of a product or service, it can be challenging to support experience-related
product/service design, search (e.g., [Evensen et al., 2019, Li et al., 2019]), discovery, and
personalization [Dong, 2018]. Many works have attempted to construct databases and
knowledge graphs (KGs) of the functional product features (e.g., [Xu et al., 2020]), but
there still lacks research that systematically charts consumer experiences in a given domain.

This work aims to fill this gap and frames the problem as building KGs that represent
consumer experiences in given domains with experientially connected concepts. We propose
to tackle this problem by extracting experience-related knowledge and inferring its relation-
ality from semi-structured, domain-related sources (e.g., text reviews) and from structured
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corpora (e.g., commonsense knowledge bases). We call our resulting KGs experience knowl-
edge graphs. The vertices in an experience KG are concepts that people experience when
consuming the target product/service, and a directed edge between two vertices denotes
experiential relatedness. In other words, “A → B” indicates that the experience with a con-
cept A is affected by the experience with another concept B, which is usually more specific
than A. For example, when choosing a hotel, people commonly focus on its service and
cleanliness[Li et al., 2019]; that is, the experience of both factors affects the experience of
the hotel. This can be represented by “hotel → service” and “hotel → cleanliness”
in the resulting experience KG.

The most accurate way of acquiring the relations between consumer experience factors
is through expert design [Li et al., 2019] or crowdsourcing, but these methods are rather
expensive and difficult to scale up and apply to new domains. An alternative approach
is to use human language and textual expressions as proxies and employ computational
methods to mine such relatedness from them. Earlier NLP research has shown that such
an approach can effectively reveal factual and semantic relationships [Havasi et al., 2007,
Wu et al., 2012, Gabrilovich et al., 2007, Radinsky et al., 2011] between concepts. However,
these relationships are typically generic and may not reflect the connections between factors
concerning people’s subjective experiences in a specific domain.

Mining experiential relatedness between concepts from text as a novel task faces several
challenges. 1) Experience-oriented relationships are usually not explicitly expressed in nat-
ural languages; even if they are, it is difficult to capture such relatedness in fixed syntactic
patterns due to the diversity of expressions [Halevy, 2019]. 2) Language usually only re-
veals the most salient connections between concepts, as many associations are internalized
and rarely expressed in language [De Deyne et al., 2016]. This might limit the coverage of
experiential associations extracted by corpus-based approaches from a single source.

To address these challenges, we propose CoNex, a pipeline for automatically mining
concepts and relationships in a KG of consumer experiences by leveraging both domain and
external knowledge. CoNex includes two steps: 1) build a basic experience KG based on
domain-specific user reviews by identifying experience-related concepts through an opinion
extractor and inferring their relatedness based on distributional similarity. 2) extend the
basic KG’s coverage with a pre-trained language model, BART [Lewis et al., 2020] in par-
ticular. It is fine-tuned on both domain-specific data, including samples from the basic KG
and opinion implications [Bhutani et al., 2020], and suitable external data such as word
association [De Deyne et al., 2019] or physical commonsense [Speer et al., 2017, Hwang
et al., 2020].

We assess the performance and generalizability of CoNex across different domains,
including hotels, restaurants, and electronics. We conduct a human evaluation on Amazon
Mechanical Turk, and the results suggest that the basic KG constructed by CoNex is
more accurate and has better coverage than other baselines in capturing experientially
related concepts, and integrating external knowledge into CoNex can further widen the
performance gap. We also demonstrate the effectiveness of our KGs (basic and extended)
in an experience-oriented IR task based on SubjQA [Bjerva et al., 2020], which simulates
search services that find answers to consumers’ experience-related questions from textual
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Collect knowledge
<nice breakfast, hot coffee>
<breakfast, egg>
<breakfast, food>

Mine experiential 
related concept
<breakfast, coffee, 0.9>
<breakfast, wifi, 0.001>

Extract concepts
breakfast, coffee, wifi

“delicious breakfast and 
fantastic coffee”
“Brilliant Wi-Fi. Clock with 
USB port in the room”

Knowledge 
Base/Datasets

Domain 
Reviews

Concept Pool

Basic Graph

Query attributes
breakfast

Neural Graph

Select highly related pairs
<breakfast, coffee>

Fine-tune language models

Figure 1: CoNex’s pipeline: 1) mine experience-related knowledge from a domain-specific
corpus to form a basic graph (indicated by black arrows); 2) learn from domain-
specific and external data to generate more comprehensive knowledge from con-
structed neural graphs (grey arrows).

user reviews. The results show that the CoNex-empowered classifier can achieve better F1
scores than other baselines. We release our code for future research1.

2. CoNex

2.1 Experience Knowledge Graph Construction Using Domain Corpora

Economists define experiential factors used by consumers to evaluate products and services
as those that cannot be evaluated prior to purchasing (or using) products or services [Nelson,
1970, Klein, 1998]. They observe that people tend to refer to other people’s reviews when
assessing these factors, especially as e-commerce becomes more prevalent [Alba et al., 1997].
In light of this, we may be able to mine experiential factors using the lens of online user
reviews.

As shown in Figure 1, the first step of CoNex is to analyze user reviews as a domain-
specific corpus, extract concepts that represent consumers’ experiences, and use a distribu-
tional approach to capture the experiential relatedness between them.

Concept Extraction. CoNex starts by using an opinion extractor to identify as many
concepts as possible from the domain corpus. Opinion extractors identify opinions as <
modifier, aspect >. We keep only the aspect part as concepts. Opinion extractors typically
include deep learning-based extractors and rule-based extractors, which may differ in their
performance like recall. CoNex does not rely on the type of extractor. In our experiments,
we used a state-of-the-art extractor [Li et al., 2019] in the hotel and restaurant domains,
while in the electronics domain, we used a rule-based extractor provided by [Bhutani et al.,
2020]. All identified concepts form a concept pool.

Computing Experiential Relatedness by Distributional Method. Next, CoNex
represents concepts with bag of words (BoW) model and measures their experiential relat-
edness with cosine similarity. Specifically, for each concept, we collect the concepts that

1. https://github.com/ywj-cs/CoNex
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co-occur with it in a context window across all reviews and add them to the vector along
with the frequencies. The context window size N limits the number of sentences considered
in the collection of co-occurring concepts. In this paper, we only consider N = 1, i.e., the
concept vector counts only the frequencies of co-occurring concepts in the same sentence.
Then, we use cosine similarity to represent the relatedness between concept vectors and
construct a nearest neighbor graph with concept as the node and relatedness as the edge.
This forms a basic experience KG of concept pairs.

The BoW-based distributional method is already able to identify some of the experiential
related concepts. However, the coverage of this approach may be limited by many factors,
such as methodological limitations or the fact that some experiential associations are rarely
expressed in language. The next step of CoNex is to expand the knowledge covered in the
domain from other sources of information.

2.2 Language Models as Neural Knowledge Graphs

Recent work has shown the effectiveness of using language models as neural knowledge
graphs to obtain more hypothetical knowledge [Bosselut et al., 2019, Hwang et al., 2020].
Inspired by this work, a straightforward idea is to use language models as another source to
uncover more experiential relationships between concepts. However, fine-tuning language
models require large and accurate training data. Although we can filter out high-quality
parts of the base graph, the amount of data is often insufficient for the models to learn.
To address these issues, CoNex collects complementary data from different sources and
fine-tunes BART [Lewis et al., 2020] — a state-of-the-art denoising sequence-to-sequence
pre-trained language model, through a knowledge integration framework in order to obtain
neural KGs with broader knowledge coverage.

Knowledge Collection. CoNex collects knowledge from both inside and outside the
domain with the following relationships: 1) Opinion implication [Bhutani et al., 2020]
describes the subjective and implicit connection between consumers’ opinions in the do-
main, such as good meals implies good restaurants; 2) Physical common sense [Havasi
et al., 2007] entails the encyclopedic relationship between objects, such as (hotel, UsedFor,
sleeping); 3) Word association [De Deyne et al., 2019] is a psychological game in which,
when presented with a word, participants need to respond with the first word that comes
to mind. People would often respond to the word nurse when they are presented with the
word doctor. We remove the relation parts in common-sense data and represent all sources
of knowledge in the form of tuples (head, tail).

CoNex then selects appropriate training data from these sources and the base graph to
fine-tune BART. For each concept in the basic KG, we first rank its neighbors (i.e., related
concepts) based on cosine similarity and then set the maximum ranking (i.e., top k) and
the minimum similarity. Those neighbors that do not satisfy either condition are removed,
resulting in a set of highly related concept pairs. Then we retrieve the data with the same
head as these pairs in the above three sources.

Learning from Hybrid Knowledge. We developed a knowledge integration framework
to integrate these data from different sources, training BART to generate multi-source
knowledge simultaneously. The head of the collected data is prefixed with its source (e.g.,
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concept and common sense) and then used as input to BART, while the tail of the data
serves as the training target. Then, the size of the data from different sources is balanced
using example-proportional mixing [Raffel et al., 2020]. Two kinds of domain data (i.e.,
experiential related concepts and opinion implications) are included in BART’s training
set. Note that we only add one type of external knowledge to the training set at a time
in order to investigate how different types of knowledge affect the model’s performance
in different domains. Nonetheless, we did attempt to train the model with both types of
knowledge, but it performed no better than with either. This could be due to the fact
that introducing too much external knowledge introduces noise, causing the model to fail
to converge.

After fine-tuning the training data, the model can be used to generate domain-specific
related concepts with the specified prefix (i.e., concept).

3. Experiment

We perform two kinds of experiments across three domains to evaluate different experience
KGs constructed by CoNex and baselines: 1) we first use human-based evaluation to exam-
ine the quality of the experientially related concept pairs captured by these KGs, and then
2) we created an answer retrieval task based on SubjQA [Bjerva et al., 2020] to investigate
the efficacy of using these KGs in downstream applications, especially experience-oriented
search.

Domain # Reviews # Concepts # Training set* Example Concepts

Hotel 1.55M 216K 10K 103K 87K/80K room, service

Restaurant 1.44M 525K 10K 81K 79K/89K food, drink

Electronics 8,74M 822K 4K 71K 63K/61K screen, sound

Table 1: Number of reviews, extracted concepts, and the training set per domain. *include
pairs of concepts, opinion implications, word association, or common senses.

Datasets We create experience KGs for three domains, including hotels, restaurants,
and electronics, based on the reviews datasets from Tripadvisor [Marcheggiani et al., 2014],
Yelp2, and Amazon [He and McAuley, 2016]. The experience-related concepts are extracted
from each review using the opinion extractor described in Section 2.1. Table 1 shows the
statistics of the datasets we used and the number of concepts we obtained. We use existing
datasets as the source of additional knowledge required in the second step of CoNex,
including Small World of Words (SWOW) [De Deyne et al., 2019] for word association
and ConceptNet [Speer et al., 2017] and ATOMIC20

20 [Hwang et al., 2020] for common
sense. Following Hwang et al., we remove ConceptNet triples with a weight below 0.5 or
a negative relation (e.g. NotIsA) to ensure quality. For ATOMIC20

20, we retain only triples
with a physical relation. We use SAMPO [Bhutani et al., 2020] to obtain knowledge of the

2. https://www.yelp.com/dataset
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opinion implication for each domain, in which we remove the opinion pairs with similarity
below 0.8753.

Baselines and Settings The two-step pipeline of CoNex creates different KGs based on
data from different sources. We obtain these KGs by ablation and compared their quality
in the experiments to show the pipeline’s effectiveness.

In the first step of CoNex, we construct a basic graph (called BoW) based on the
domain dataset. The second step entails filtering high-quality samples from BoW and using
them to retrieve external data from three sources. We apply the filtering approach described
in Section 2.2, where the maximum ranking k for the hotel domain is 10, k for the other
two domains is 30, and the minimum similarity is 0.8 for all domains. The BoW samples
are divided into training, validation, and test sets by 8:1:1 and then the training set and the
data from three sources are balanced by example-proportional mixing. By gradually adding
these data to the training set, we can obtain a series of fine-tuned BARTs as neural KGs,
specifically using BoW samples for training to get K(BoW) and adding SAMPO data to
get K(SAMPO). Then we choose to add SWOW data to get K(SWOW) or choose to
add common sense to get K(CM). The training details are given in Appendix A.1. The
sizes of the training sets containing data from these sources are also presented in Table 1.

We also use SAMPO as a baseline for constructing experience KGs. Although SAMPO
is designed for building domain-specific KGs of opinions and their implication relations,
it can still be used to assess experiential relatedness between concepts. Since they use
matrix decomposition to produce the embeddings of opinions < modifier, aspect >, we can
treat aspects embeddings as concept embeddings and measure their relatedness by cosine
similarity, as we do in CoNex. We use the optimal parameters they report for producing
these embeddings.

3.1 Human Evaluation

Six KGs (one created by baseline SAMPO and the rest by CoNex) were first evaluated
based on whether their experientially related concept pairs were acceptable to people. Fol-
lowing Bhutani et al.’s evaluation settings, we used weighted random sampling to select
a set of concepts from each domain dataset, using concept frequencies as weights and re-
moved any concept that could be considered noise introduced by the opinion extractor, and
ultimately kept 200 concepts per domain.

Given each concept, we collected the five most relevant neighbors from every KG to
form pairs with the input concept. In BoW (our basic graph) and SAMPO, we select
the neighbors with the highest cosine similarity, and in the neural KGs, we use beam
search (size = 5) to generate these top neighbors. In each concept pair (A → B), three
Amazon Mechanical Turk workers were asked to judge (accept/reject/not sure) whether
the experience of A is affected by the experience of B in the corresponding domain. The
majority vote is taken as the label for the pair. In total, N=18,000 judgments were made
per domain (200 concepts × 3 workers × 5 neighbors × 6 KGs). A detailed description of

3. Bhutani et al. prune neighbors based on cosine similarity < 0.8; we improve such a threshold to 0.875
in order to maintain a higher quality for BART training.
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Hotel Restaurant Electronics
Metrics Model 1-6 Model 1-6 Model 1-6

✓(↑) 50.5 73.5 79.4 79.9 86.6 86.7 58.2 78.7 64 63.5 82.5 79 39.8 64.6 60.4 43.7 64.4 74.4
✗(↓) 47.8 24.4 17.8 18.5 13 12.1 34.8 17 34.5 34.5 16.7 16.8 58.1 32.7 38 54.8 33.7 23.9
? (↓) 1.7 2.1 2.8 1.6 0.4 1.2 7 4.3 1.5 2 0.8 4.2 2.1 2.7 1.6 1.5 1.9 1.7

MAP (↑) 39.6 66 73.1 72.5 80.4 80.5 48.5 71.5 52.3 51.4 75.2 70.3 29.6 56.1 50.5 32.1 54.3 65.9

Table 2: The human evaluation of models 1 to 6, including SAMPO, BoW, K(BoW),
K(SAMPO), K(SW), and K(CM), in terms of rates of acceptance ✓, rejection
✗, uncertainty ?, and MAP across three domains.

the MTurk task design is provided in Appendix A.3. Following Bhutani et al.’s work, we
then use the annotated set4 to compute the precision and “pseudo-recall” for each KG.

Figure 2: PR curves of models at different values of top k (1-5) across three domains.

Results and Analysis We report the acceptance rate and the mean average precision
(MAP) for each graph in Table 2 and compute the overall precision and pseudo-recall for
different values of top k (1-5), and present them across a PR curve (Figure 2). The results
demonstrate the effectiveness of CoNex’s use of the distributional method to approximate
the experience relatedness in the domain (Table 2): Top 5 concept pairs captured by BoW
have an overall acceptance rate of more than 64% in different domains, which is at least
20% higher than SAMPO. The neural KGs have the best quality in all domains. However,
there is no single knowledge that can lead to a neural KG that consistently has the highest
quality across domains. K(SW) incorporating word association performed the best in the
restaurant domain, while K(CM), incorporating physical common sense, had a 10-point
more acceptance rate in the electronics domain than the others. The difference in the
quality of these KGs is also confirmed by the results of MAP. Figure 2 compares the PR
curves of these graphs, revealing that the basic and neural KGs constructed by CoNex
have much higher precision and recall than SAMPO in all domains.

In general, K(BoW) does not consistently achieve better performance than BoW in
different domains. This may be because transfer learning typically requires a sufficiently
large and high-quality training set [Hwang et al., 2020]. As described above, we ensure the
pairs in the training set are highly related by constraining the maximum ranking (top k)

4. Fleiss’ Kappa scores for each annotated sets were 0.61 (hotel), 0.68 (restaurant), and 0.62 (electronics).
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and the minimum similarity of concept pairs. The constraints in the hotel domain (top k
< 10, similarity > 0.8) allow us to obtain a high-quality training set of 10K from the basic
graph. However, in the restaurant domain, we need to lower the requirements (top k < 30,
similarity > 0.8) to obtain a training set of the same size because this domain has fewer
highly associated experiential factors. In addition, the same quality control (top k < 30,
similarity > 0.8) in the electronics domain can only result in a 4K training set. Our results
show that the size and quality of the latter two training sets can not benefit the language
model. In this case, CoNex augments the training set by introducing suitable external
data, enabling the language model to transfer knowledge successfully.

The fact that K(SAMPO) did not perform better than K(BOW) across domains in-
dicates that domain-specific knowledge of opinion implications (i.e., data from SAMPO)
did not improve neural KGs’ knowledge prediction quality. This suggests that SAMPO’s
approach to this task does not provide more domain information than ours.

3.2 Task-based Evaluation

Identifying the experience-oriented relationship between concepts can benefit many down-
stream applications. For example, by knowing the range of factors that may influence a
customer’s experience with a product/service, the provider can respond more appropriately
and recommend the customer’s inquiry. Some of the prior related works have directly tar-
geted such applications (e.g., [Xian et al., 2019, Kanouchi et al., 2020, Bjerva et al., 2020].
To showcase the potential of our research outcome to enhance real-world solutions in com-
parison with existing approaches, we design an answer retrieval task for the application of
experience-oriented search.

We choose SubjQA [Bjerva et al., 2020] as the dataset for this experiment. SubjQA
contains crowdsourced human labels of whether a user review in its pool contains the answers
to various subjective queries around different factors concerning customer experiences. For
example, the question “Was the service good?” inquires about users’ experience with the
hotel service. The sentence “The front desk was super helpful and friendly.” in the review
is marked as a valid answer, while the review “It’s a short walk from the Yonge and Bloor
station.” is not (labeled as ‘answer-not-found’).

This dataset could serve as ground truth for evaluating IR-based solutions that respond
to experience-oriented queries. Existing systems work well in factual search tasks but tend
to struggle with such subjective queries [Bjerva et al., 2020].

Description of Answer Retrieval Task The task is to identify as many answers from
a candidate pool as possible in response to a query of some experiential factor. We create a
pool of positive and negative candidates for each query from SubjQA. Positive candidates
are phrases or sentences marked as answers in SubjQA, while negative candidates are
reviews marked as answer-not-found. We selected three domains from the SubjQA dataset
for this task: hotel (171 queries and 3,434 candidates), restaurant (238 queries and 3,379
candidates), and electronics (314 queries and 3,324 candidates).

Settings We create an out-of-the-box classifier using BERT Score [Zhang et al., 2019] to
measure the similarities between the query and a candidate; if the score exceeds a certain
threshold θ, the candidate will be labeled as positive (i.e., is an answer to the input query),
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Hotel Restaurant Electronics
θ = 0.85, 0.86, 0.87 θ = 0.85, 0.86, 0.87 θ = 0.85, 0.86, 0.87

No-feature 20.8 15.0 10.4 11.3 8.0 5.9 13.2 8.5 5.6

GloVe 24.0 16.4 11.1 15.5 10.6 7.6 16.0 10.4 6.5
SAMPO 30.5 22.7 15.6 17.0 12.0 8.9 16.2 11.4 7.4
BoW 37.7 30.1 22.0 22.0 14.3 10.5 26.6 16.7 12.1
K(BoW) 39.2 29.1 20.4 23.4 18.6 14.3 23.4 17.1 11.8
K(SAMPO) 37.0 29.1 19.3 24.9 18.3 12.7 23.6 19.1 12.5
K(SW) 40.1 30.7 21.9 29.7 23.7 17.5 24.4 18.5 13.1
K(CM) 40.4 30.3 24.2 26.2 20.1 14.0 26.6 20.9 14.3

Table 3: Average F1 scores of classifiers empowered by different knowledge in answer re-
trieval tasks across domains; θ represents the classification threshold.

otherwise negative (i.e., not an answer). In practice, the classifier generally produces values
within a narrow range5. For example, in our cases, 0.85 and 0.87 are close to the min
and max values across domains. That is, the score will be near 0.87 if two sentences are
highly relevant, but even if they are not particularly relevant, the score is still close to 0.85.
Therefore, we report the results with different thresholds ranging from 0.85 to 0.87.

Using Experience Knowledge Graph as Tool The experience KG can augment the
classifier by enriching each input query with the top k (k = 5) related concepts to the
experiential factor mentioned in the query. These concepts are also used as queries in
the classifier, just as users enter a variety of keywords to get more relevant results when
searching for an experience. If these keywords indeed encode new factors related to the
queried experience, the classifier would be able to identify more true positives. However, if
augmented keywords are actually unrelated, it would lead to an increase in false positives.

Baselines On this task, we evaluate the performance of six experience KGs as described
in Section 3, i.e., SAMPO, BoW, K(BoW), K(SAMPO), K(SW), and K(CM). Ad-
ditionally, to compare our proposed experiential relatedness features with the conventional
semantic similarity features, we also use Gensim6 to get the five most similar words in
GloVe embedding to the experiential factor identified in a query to augment the original
input, which serves as another baseline method.

Result Here we report the average F1 scores across all sampled queries to assess the
performance of different classifiers built based on the features from the aforementioned
methods. The average F1 scores of the classifiers empowered by different KGs in each
domain are reported in Table 3. The “no-feature” classifier is the baseline using only the
query to identify answers from candidates. The results show that the neural KG-based
classifiers performed the best on all domains, achieving F1 scores at least 7 points higher
than the “no-feature” model. The GloVe-based classifiers’ performance was inferior to that

5. https://github.com/Tiiiger/bert_score/blob/master/journal/rescale_baseline.md
6. https://radimrehurek.com/gensim/
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of other experience KG-based models, suggesting that experientially related concepts can
better fuel experience-oriented search tasks than semantically related concepts. Results
from the task-based evaluation were consistent with those of human evaluation in Section
3. For example, in the restaurant domain, the K(SW)-based model performed best, while
in the electronics domain, the K(CM)-based model performed best. We suspect that these
differences in performance are due to the SWOW training set being more subjective than
the CM ones (i.e., common factual knowledge), resulting in SWOW being more useful
in boosting models in domains with a higher level of subjectivity and CM assisting in
the opposite way. The subjectivity of restaurant domains may be empirically measured
by calculating the average number of experiential concepts (525K/144M=0.36), which is
significantly higher than the electronics domain (822K/874M=0.09). Hotel domains have a
medium level of subjectivity when compared to other twos (216K/155M=0.14), which may
explain why K(SW) and K(CM) perform closely on it. This explanation may be further
tested by comparing K(CM) and K(SWOW)’s performance across more domains.

4. Related Work

Modeling Consumer Experience Many previous studies on consumer experiences have
analyzed user-generated content to extract and summarize experience-related opinions [Hu
and Liu, 2004, Poria et al., 2016] and sentiments [Blair-Goldensohn et al., 2008, Diao et al.,
2014]. However, the focus of this paper is to build on the identified experiences to fur-
ther uncover the subjective association between experiential factors. To our knowledge,
SAMPO [Bhutani et al., 2020] is the only study that looks specifically into subjective rela-
tionships to capture the implied connections between consumers’ opinions (i.e., judgments
about an object). An example of their results is that “good, drink” implies “great, bar”.
Such experientially related opinions show promise in many real-world applications, such as
providing explainable suggestions for vague requests [Kanouchi et al., 2020] and answering
users’ subjective questions [Bjerva et al., 2020]. Unlike SAMPO, our work focuses only on
the factors that people experience without being limited by their views of those factors, and
our experimental results suggest that SAMPO’s approach cannot be effectively applied to
capture experientially related factors.

Knowledge Extraction Previous research has investigated acquiring knowledge with
factual relationships using expert knowledge [Lenat, 1995, Miller, 1995], semi-structured
text extraction [Auer et al., 2007, Suchanek et al., 2007], and unstructured text extrac-
tion [Dong et al., 2014] in both general and commercial domains [Dong, 2018, Xu et al.,
2020]. The outcome knowledge graphs can be used to support downstream applications
such as domain-specific recommendations [Xian et al., 2019]s and question-answering [Yang
et al., 2017]. In recent years, pre-trained language models also show promise in gener-
ating hypothetical factual knowledge [Bosselut et al., 2019, Petroni et al., 2019, Hwang
et al., 2020], complementing the knowledge coverage of traditional methods. However, the
experiential relationship we focus on is generally subjective and implicit and cannot be
sufficiently explained by objective factual relationships. Existing works on the extraction
of implicit associations between concepts focus primarily on computing semantic similarity
and relatedness [Gabrilovich et al., 2007, Agirre et al., 2009, Radinsky et al., 2011] between
words. While semantic relations indicate how words are associated with meanings in general

10



domains [Zhang et al., 2013], they do not necessarily reflect the interconnection between
consumer experience-related factors within a particular domain. For example. cleanliness
and room smell are associated experientially but not semantically.

5. Conclusion

This paper introduces a novel relationship called experiential relatedness to represent the
domain-specific association between factors concerning consumer experiences. We propose
an automated and generalizable pipeline, CoNex, for building knowledge graphs that map
out consumer experiences in specific domains. Our study shows that implicit experiential
relations can be captured from user-generated content by examining the distribution of
experience-related concepts. In addition, language models fine-tuned on domain and ex-
ternal knowledge can learn experiential connections between concepts and infer novel and
accurate experience-related knowledge. Future work can explore how these constructed ex-
perience KGs can be better applied to many real-world experience-related applications, such
as experiential search [Evensen et al., 2019] and explainable recommendations [Kanouchi
et al., 2020].
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Appendix A. Appendix

A.1 Implementation Details about BART

We use the BART-base version of the model7, which has 12 layers, 768-dimensional hidden
states, 16 attention heads in its self-attention layers, and 139M total parameters. The batch
size is 32, and the learning rate is 2e-5. Each model is trained for 30 epochs, and then the
best model is saved by monitoring the minimum validation loss. To increase the robustness
of the results, for each neural KG in the experiment, we use three random seeds for its
training set partitioning and model training. We collected a total of 15 concepts from the
top 5 outputs of the three models and then sampled 5 of them according to the frequency
of the concepts in them as the final top 5 outputs.

A.2 Examples

Domain Acceptance Concept A Concept B

Hotel ✓ sleep quality mattress pad

✓ fitness center exercise facility

✓ staff member english speak

✗ meal sleep

✗ sofa work desk

Restaurant ✓ lunch food

✓ restaurant cuisine

✓ service delivery

✗ waiter atmosphere

✗ onion ring shoe string

Electronics ✓ music quality sound

✓ seller service

✓ color shade

✗ card angle

✗ customer service print

Table 4: Examples of acceptable (✓) and unacceptable (✗) experiential related concepts
mined by our KGs.

A.3 MTurk HIT Design

We designed a human intelligence task (HIT) on MTurk to evaluate the quality of the
experience-related concepts mined by our KGs. A snippet of a HIT is shown in Figure 3.
For each HIT, workers received instruction on five each positive and negative examples.
They were asked to annotate 20 pairs of concepts (“Do you agree that experience A is
influenced by aspect B”). Each question consists of three options (agree, disagree, not sure).
Five pairs of concepts pre-annotated by researchers were included in the questions and

7. from HuggingFace’s implementation [Wolf et al., 2019]
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Figure 3: The screenshot of the HIT design.

served as standard tests for assessing workers. We only kept the HIT results that passed
the tests. A HIT generally took 2 to 8 minutes and was paid $1 (about $7.5/hour).
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