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Source credits: On explainable 
AI: From theory to motivation, 
applications and limitations, 
Tutorial at AAAI 2019

https://github.com/xaitutorial2019/xaitutorial2019.github.io/raw/master/slides/aaai_2019_xai_tutorial.pdf
https://github.com/xaitutorial2019/xaitutorial2019.github.io/raw/master/slides/aaai_2019_xai_tutorial.pdf
https://github.com/xaitutorial2019/xaitutorial2019.github.io/raw/master/slides/aaai_2019_xai_tutorial.pdf
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OxKBC: Different Templates of Explanations
● Entity Similarity (T1)
● Relation Similarity (T2)
● Two Length Paths (T3)
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OxKBC: Selection Module 
● How to pick the best explanation?
● No annotation over explanations.
● Selection Module:

○ Novel features for each template
○ Novel unsupervised loss function
○ Handful of annotation reduces variance



Turk Experiments

○ How good are OxKBC’s explanations?
○ Do end users prefer OxKBC vs Rule Mining*?

*Yang B et al. “Embedding entities and relations for learning and inference in knowledge bases”,  ICLR 2015
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Turk Experiments
OxKBC 
Better

Rules 
Better

Tie Total

145 49 18 212
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● OxKBC provides post-hoc explanations 
○ for any factorization based KBC models.

● Faithful to the underlying model
● Satisfies end user in a user study on MTurk
● Increases trust in the underlying model

Conclusion

All code and data at: https://github.com/dair-iitd/OxKBC

https://github.com/dair-iitd/OxKBC

