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Motivation
● KGs are often noisy and incomplete which decreases performance in 

downstream task
● Noise refers to various kind of errors in KG like different names for same 

entity, incorrect relationships and incompatible entity types
● Cleaning up of noise in KGs (KG Refinement) is usually performed using 

inference rules and reasoning over KGs
● New facts are inferred using KG embeddings
● GOAL : Combine ontology/inference rules with embeddings methods to 

improve KG refinement



Contributions
● Propose IterefinE, an iterative method to combine rule-based methods with 

embeddings-based methods
● Extensive experiments showing improvements upto 9% over baselines



PSL-KGI[1]



KG Embeddings

● ComplEx[2]   - 

● ConvE[3]       - 

● Implicit Type Supervision[4] 

○ st and ot are implicit type embeddings of s and o, 
○ rh and rt are implicit embeddings of relation dom and range
○ Y is scoring function



Explicit Type Supervision (TypeE-X)

● Here s1 and o1 are explicit entity type embeddings, 
● rdom and rrange are explicit embedding of domain and range of relation. 
● The entity types, domain and range type of relation are transferred from 

PSL-KGI



Algorithm Workflow



Dataset Preparation

NELL already has noisy labels whereas for other datasets- 

● Randomly sample 25% and corrupt them.
● Make 50% of the noise is type compatible and the rest is type non 

compatible



Ontology Information

● NELL and YAGO come with rich ontology
● Type Labels are obtained for FB15k-237[5] and for WN18RR[6]. All other 

rules are automatically mined for both datasets



Results
PSL KGI is hard 
to beat on NELL Slightly worse on WN18RR because 

of very limited ontology



Additional Results
● Accuracy of TypeE-X methods do not vary very much with additional iterations 

for rich and good quality ontology
● Adding type inferences from PSL-KGI boost performance over implicit type 

embeddings
● Subclass, Domain and Range constraints are the most important however 

none of the individual ontological components alone show performance 
comparable to using all the component

● Datasets with high quality ontology more stable in KG sizes with increasing 
iterations

● Type compatible noise are harder to remove than type non compatible noise
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